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Idea & Motivation
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Was kann ich gegen 

Schmerzen tun?

Ich helfe dir gerne weiter! Meinst du, 

„Was kann ich gegen Beinschmerzen 

tun?“ oder […]?

Die Hauptursache für Herzerkrankungen ist […]

Möchtest du mehr über Herzerkrankungen 

erfahren? Oder soll ich dir erzählen, wie du das 

Risiko einer Herzerkrankungen senken kannst?

[…]?

▪ Develop and evaluate a voice-based agent for conversational question answering

▪ User group are elderly people with low technological and medical literacy

▪ Main goal: Improve accessability of health information and initiate exploration to learn more

▪ Agent asks questions to reduce ambiguity ▪ Agent suggests new questions related to the same topic

Main challenges

1. Disambiguation 2. Suggestions



Idea & Motivation: Why aren‘t you using ChatGPT?
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Shortcomings of Auto-Regressive LLMs

Hallucinations in sensitive health context

Response length suboptimal for voice

output

Data privacy not ensured

High latency

High costs in resources

Updating knowledge base requires

additional retraining

Use LLM-based approach to generate

QA pairs (human-in-the-loop)

Low-latency QA retrieval pipeline with

smaller models

Easy to update medical knowledge
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Main questions:

Q3 How to develop a pipeline for question answering using the scraped dataset?

Q2 How to construct a dataset with question-answer pairs?

Q1 What existing approaches are there in conversational question answering in the context of health-related topics?

P3 Implementation of Conversational QA Pipeline
Implementing question classification, coreference resolution, and extractive as well generative approach for answering health questions.

P1 Literature Review
Reviewing literature about existing approaches in conversational question answering in the context of health-related topics.

P4 Evaluation of Agent
Retrieve feedback for new agent by multiple users.

Main phases

Jonas Lossin | Kick-Off BA

Research Questions and Phases

P2 Creating Knowledge Database
Scraping the data, automated question-answer pair generation, human-in-the-loop

Q4 What evaluation methods can be used to assess the performance and effectiveness of the developed system?
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Development: Create Knowledge Base for Health-Related Questions
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Scrape Health Data Generate QA-Pairs Validate QA-Pairs Knowledge Base

Scraping

• Scrape health related

data

• Different sources, e.g. 

websites, PDFs, text files

Generation

• Automatically create QA-

pairs

• Based on scraped data 

by using LLM

Validation

• Let QA-pairs be validated 

by health experts

Knowledge Base

• Save QA-pairs as agent’s 

knowledge base with 

source information

General pipeline approach of knowledge base construction:



Development: Structure Answer Pipeline
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Incoming Question
Match with

Knowledge Base Response Suggestion

Is question health

related?
Retrieve the best

matching QA-pairs

>90%

>70%

≤70% & >60%

Response

Disambiguation Response

Match with embedded

paragraphs

Extract answer

passage Response

High-level view of successful answer pipeline:

Successful Match.



Evaluation: Automatic Evaluation & Human Evaluation
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Create Set of Test Questions Evaluate Performance Analyze Results

• Use LLM to rephrase

questions from knowledge

base in layman language

• Evaluate the agent‘s

performance

• Use the set of test questions

• Measure accuracy

• Analyze incorrectly answered

questions

Test Users .

1. Select a group of test users (diverse group)

2. Let the group interact with the agent in specific scenarios

3. Document any issues on qualitative features (e.g., suggestions or

disambiguation)

Fill in Survey

1

2

Automatically Generate Test Data for Question Matching Performance
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Preliminary Results: Literature Review

Jonas Lossin | Kick-Off BA 12

Creation of Knowledge Base 3 Approaches for Information Retrieval

[1] A. Virani, R. Yadav, P. Sonawane and S. Jawale, "Automatic Question Answer Generation using T5 and NLP," 2023 International Conference on Sustainable Computing and Smart Systems (ICSCSS), Coimbatore, India, 2023, pp. 1667-1673, doi: 

10.1109/ICSCSS57650.2023.10169726.

[2] Sina J. Semnani, Madhulima Pandey, and Manish Pandey. “Domain-Specific Question Answering at Scale for Conversational Systems”, 2023

[3] Welivita, A., and P. Pu. 2023. “ A survey of consumer health question answering systems.” AI Magazine 44: 482–507. https://doi.org/10.1002/aaai.12140

1) Traditional Information 

Retrieval [3]

• Difficult to ensure reliable 

outputs

• Possible vocabulary mismatch

because documents use

professional terms

2) Knowledge

Graph [3]

• Difficulty to extract important

question attributes when having

complex queries

3) Question Similarity [3]

• More reliable outputs

• Reduced vocabulary mismatch

• Ability to handle complex queries

• There are some papers using language models to create QA-

pairs but not specifically for health domain [1, 2]

• Still, in health context, literature is mainly referring to existing 

datasets, e.g. TEC LiveQA 2017 [3]

• Not suitable for ALPHA-KI project since the questions of those 

datasets are in English and not designed for voice output

https://doi.org/10.1002/aaai.12140


Preliminary Results: Current QA-Generation Pipeline
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Scrape health-related 

information from the 

internet, e. g. 

Apothekenumschau

Automatically create 

Question-Answer pairs 

using ChatGPT

Save Question-Answer 

pairs as knowledge 

base for the agent

Let questions be 

validated by health 

experts

1. Scrape data from different sources (PDFs, Websites, Textfiles)



1. Scrape data from different sources (PDFs, Websites, Textfiles)

Preliminary Results: Current QA-Generation Pipeline
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Preliminary Results: Current QA-Generation Pipeline
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Scrape health-related 

information from the 

internet, e. g. 

Apothekenumschau

Automatically create 

Question-Answer pairs 

using gpt-3.5-turbo

Save Question-Answer 

pairs as knowledge 

base for the agent

Let questions be 

validated by health 

experts

2. Generate QA-pairs by sending data for each paragraph to gpt-3.5-turbo



2. Generate QA-pairs by sending data for each paragraph to gpt-3.5-turbo

Preliminary Results: Current QA-Generation Pipeline
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System Instruction



2. Generate QA-pairs by sending data for each paragraph to gpt-3.5-turbo

Preliminary Results: Current QA-Generation Pipeline

Jonas Lossin | Kick-Off BA 17

Few Shot Examples



2. Generate QA-pairs by sending data for each paragraph to gpt-3.5-turbo

Preliminary Results: Current QA-Generation Pipeline
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Input Context



2. Generate QA-pairs by sending data for each paragraph to gpt-3.5-turbo

Preliminary Results: Current QA-Generation Pipeline
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Preliminary Results: Current QA-Generation Pipeline
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Scrape health-related 

information from the 

internet, e. g. 

Apothekenumschau

Automatically create 

Question-Answer pairs 

using gpt-3.5-turbo

Save Question-Answer 

pairs as knowledge 

base for the agent

Let questions be 

validated by health 

experts

3. Classify questions by subject matter and grammatical correctness



Preliminary Results: Current QA-Generation Pipeline

3. Classify questions by subject matter and grammatical correctness
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• Already generated 3500 QA-pairs

• Containing 3 different main topics

• Scraped 60 websites and 5 

documents (PDF or textfile)
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Submission (15/02)

November DecemberOctober

23

Literature Research on PKG
& Entity Recommendation

Develop PKG with 
Automatic Population

Develop RAG with Entity
Recommendation

1 month

Today

1 month

Kick-Off (15/10)

Research Journey: From Literature Research to Thesis Submission
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FebruaryJanuary

Thesis Writing 1,5 months

Planning DocumentationPhases

Literature Review on 

Interactive Agents

Datascraping & Retrieving

Questions

Implement Agent‘s Pipeline

Thesis Writing

2 months

1,5 month

Development & Evaluation

Evaluation & User Feedback
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Appendix: Structure Answer Pipeline (Flowchart)
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Start

User Prompt
Related to

health

topic?

Web search

No

Yes

No

Yes

No

Yes

Traversing

this vertex

for the first

time?

No

Yes

Extract answer

from QA-pair

Suggest new

question based on 

topic of answer

End of

conversa

tion

„Ist {gematchte 

Frage} deine 

Frage?“ oder: „Ist 

einer dieser Fragen 

deine Frage: 

{gematchte 

Fragen}?“

User says

„yes“

User says

„no“

Extract answer

from context.

No

Yes

„Tut mir Leid, aber 

darauf habe ich 

leider keine 

Antwort.“

„Leider konnte ich keine Antwort auf 

deine Frage finden. Formulier deine 

Frage gerne nochmal neu!“

Start/End

If-Statement

Action

Control-Flow

Is the user

intersted?

Yes

No

At least one

QA-pair matching with a 

slightly less strict

threshold?

Legend:

Similarity

with any other question

>Threshold? 

Match

Between paragraph and 

prompt?



Appendix: Structure Answer Pipeline (Flowchart)
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Start

User Prompt

Hat es 

etwas mit 

Gesundheit 

zu tun

Web-Suche

Nein

Ja

Nein

Ja

Match 

zwischen 

Kontext und 

Prompt?

Nein

Ja

Wird dieser 

Knoten zum 

ersten Mal 

erreicht?

Nein

Ja

Antwort aus QA-

Paar extrahieren

Suggestion 

basierend auf 

assoziiertem topic

der Antwort 

anknüpfen

Konver-

sation

beendet

„Ist {gematchte 

Frage} deine 

Frage?“ oder: „Ist 

einer dieser Fragen 

deine Frage: 

{gematchte 

Fragen}?“

User sagt 

„ja“

User sagt 

„nein“

Antwort aus 

Kontext extrahieren

Nein

Ja

„Tut mir Leid, aber 

darauf habe ich 

leider keine 

Antwort.“

„Leider konnte ich keine Antwort auf 

deine Frage finden. Formulier deine 

Frage gerne nochmal neu!“

Start/Ende

Entscheidungsknoten

Aktion

Fließrichtung

Hat User 

Interesse?

Ja

Nein

Matcht min-

destens eine Frage mit nied-

rigerem Threshold?

Legende:

Similarity mit einer 

gespeicherten Frage 

>Threshold? 



Appendix: Literature Review
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Traditional Information 

Retrieval

Knowledge Graph Question Similarity

Advantages • Efficiency: This approach uses

unstructured data which makes it suitable

for most available health information

• Explainability: Ability to explain how a 

response got constructed (explainable AI)

• Reliability: Validated knowledge graph

ensures up-to-date health information

• Performance: Performs very well on simple 

questions

• Matching: Better matching to the

consumer‘s language than e.g. when

matching with medical documents

• Ease of Use: No need to extract any

question attributes as with knowledge graphs

Challenges • Reliability: Difficult to ensure reliable 

outputs

• Vocabulary Mismatch: Documents are

often using different vocabulary than is being

used in user prompt

• Complex Query Handling: Difficult to

respond to complex questions including

aggregates, constraints and longer relation

paths

• Dependence on Similar Questions: Relies

on finding similar questions for answer

retrieval

• Scalability: As the number of similar 

questions increases, handling scalability 

becomes a challenge

[3] Welivita, A., and P. Pu. 2023. “ A survey of consumer health question answering systems.” AI Magazine 44: 482–507. https://doi.org/10.1002/aaai.12140

Summary of different information retrieval approaches in literature [3]:

https://doi.org/10.1002/aaai.12140


Appendix: Taxonomy with Examples from Apothekenumschau
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Appendix: Unmatched Topics from Apothekenumschau for Given Taxonomy
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